
SciServer at MPE
Migration to HPC



Background
• SciServer was developed, and continues to be 

maintained, by the Institute for Data-Intensive 
Engineering and Science (IDIES) at Johns 
Hopkins University (JHU).

• Created in response to the need of working with 
astronomical (literally and figuratively) datasets 
in an efficient manner.

• MPE entered conversation with their team in 
2018.

• Initial support existed for the implementation at 
MPE, then limited support for every day use 
cases.

Radio archives 
today:

ALMA 1PB
LOFAR 50PB



What is a SciServer and what is it good for?
• Core concept behind the SciServer is to allow 

different teams to work where the data is.

• SciServer combines mass storage, a database 
server, and a work environment into one unified 
UI.

• Scientists can work on their data in Jupyter 
Notebooks or a terminal and share their work 
with colleagues.

• Flexibility to create working groups around 
dataset subsets.

• The MPE SciServer is set up specifically to cater 
for the needs of the eROSITA and HETDEX 
collaborations.



Sciserver @ MPE
• Implementation started in 2019, currently ~200 active users.

• ~550 TB of storage

• Purpose of managing large datasets, including MPE’s own eROSITA telescope data.

• Reaching its one-man team maintenance limits on its own hardware

• Need to manage EOL hardware warranties

• E-rosita youtube presentation

https://www.youtube.com/watch?v=z8M-80aMDO0
https://www.youtube.com/watch?v=z8M-80aMDO0


What does it look like? Homepage



What does it look like? Adding jobs



What does it look like? Use a terminal



What does it look like? Container mgmt



Under the hood
• Infra bootstrapped manually (and heroically)

• Large storage rig and servers placed at MCPDF.

• Mostly CentOS (looking at Alma/Rocky)

• Kubernetes application hosts main app UI / server 
/ user management DB / NFS mounts 
management

• App launches docker VMs across 
different nodes

• App mostly implemented in Python

• MSSQL DB for large datasets

• Images hosted at MPCDF’s gitlab



Hardware Diagram



Hardware Diagram



Migration to HPC Cloud
• MPE doesn’t need to worry about hardware anymore.

• Scaling is handed over to a team with larger & specialized 

resources.

• Use of open source tooling for infrastructure means no 

licensing headaches.

• Shift to Infrastructure as Code

• Transparent pricing structure.



Thanks!
Jonas Haase jhaase@mpe.mpg.de
Joel Gil joel.gil@mpe.mpg.de
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